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Dataset distillation on MNIST and CIFAR10

Dataset distillation can quickly fine-tune pre-trained networks on new datasets

Dataset distillation can maliciously attack classifier networks
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